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• Change terminology from ‘deepfake porn’: We caution against use of the term ‘deepfake porn’,

recommending instead sexual digital forgeries or sexually explicit deepfakes and describing this

phenomenon as deepfake sexual abuse.

• Exponential rise in the prevalence of sexually explicit deepfakes: The use of nudify apps has

increased significantly, with millions accessing this technology. The largest website dedicated to

‘deepfake porn’ receives 14 million visits each month.

• Deepfake sexual abuse is gendered: Women are the predominant targets, and the harms are

serious due to the sexual double standards of society and inequalities facing women online and

offline. People identifying as LGBTQI and from black and minority ethnic communities are also

significant targets.

• Deepfake sexual abuse is facilitated by the largest social media and search companies: Nudify

apps are advertised on the largest social media platforms; search engines Google and Bing return

deepfake abuse websites at the top of search. Deepfake sexual abuse is being sustained and

facilitated by the largest internet platforms and payment providers. This is not a niche phenomenon.

• Creating sexually explicit deepfakes is harmful to individual women and girls: Creating a

sexually explicit deepfake is a violation of sexual autonomy and integrity. It is a false representation,

stealing someone’s identity and likeness. The creation feels like an assault for many victims; it is

invasive and an implicit threat. The imagery feels real; it does not matter than it is created with AI.

The prevalence and ease of creation means all women and girls face the ever-present threat of

being deepfaked.

• Being sexually deepfaked is a real danger to psychological well-being: Anxiety, trauma, tension

are common due to the constant vigilance, the perpetual threat of more abuse and harassment,

and more videos being made and possibly distributed. There is a risk of reputational, professional,

and economic harm. There is a deep loss of trust.

• Lack of criminal sanctions sends message this is normal and acceptable: The lack of sanction

risks normalising non-consensual sexual activity and creating a climate conducive to sexual violence.

• Criminal sanctions justified due to the expressive power of the law: The criminal law has a

powerful expressive role, sending a clear message this conduct is wrong and harmful. It can help to

shift attitudes and aid prevention. It provides a foundation for education and culture change.

• Criminal law can strengthen platform regulation: Criminalising creation can also instigate

platform changes and innovations such as better deepfake detection. It would also clearly classify

sexually explicit deepfakes as ‘illegal material’ enabling greater regulatory controls.
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• Criminal law provides redress for individual victims: It provides a justice option for individuals

and recognises the harm they experience.

• ‘Sexual fantasy’ not a valid defence: Creating a sexually explicit deepfake generates a digital file

that can so easily be shared deliberately, by accident, through hacking. This makes it very different

from a sexual fantasy in one’s head. It’s not clear why some men’s rights to a sexual fantasy should

trump women’s rights to sexual autonomy, privacy and dignity.

• Women’s freedom of speech is infringed by sexually explicit deepfakes: While limiting creation

is challenged as restricting freedom of expression, in fact, creation breaches women’s rights

freedom of expression by chilling their speech. The threat and prevalence of deepfake abuse inhibits

women’s online presence and engagement. Creation generates false representations of people,

using their data, and should not be lawful or justified on free speech grounds.

• Some jurisdictions have criminalised creating sexually explicit deepfakes: This includes Victoria

(Australia), Texas and the Netherlands. Proposals have been made in England & Wales.

• A creation offence should be part of comprehensive law covering all forms of image-based

sexual abuse: It should be a criminal offence to non-consensually create, solicit, take, share, or

threaten to share intimate imagery.

• Civil law options for redress should also be introduced: This could include making a claim for

compensation through civil courts, as well as getting orders against perpetrators and internet

platforms to get material swiftly deleted or removed.

1. Changing the Terminology: Concerns with the Term ‘Deepfake Porn’

2. How Common Are Sexually Explicit Deepfakes, ‘Deepfake Porn’ Websites and Nudify Apps?

3. What Are the Harms of Creating Sexually Explicit Deepfakes?

4. Justifying a Criminal Offence of Creating Sexually Explicit Deepfakes

5. Rebuttals to Arguments Against a Creation Offence

6. What Are the Laws on Creating Sexually Explicit Deepfakes in Various Jurisdictions?

7. Options for Law Reform

Problem with the term ‘deepfake’: the term ‘deepfake’ was coined by the first man to develop the 

technology to create digitally altered pornographic videos. Even though the term ‘deepfake’ is by now 

well-established in referring to digitally altered videos of all types, it is important not to forget its 

problematic origin of the motive to create non-consensual ‘pornography’. 

Problem with language of ‘fake’: the term ‘deepfake’ is also problematic as it implies a dichotomy 

between ‘real’ and ‘fake’ which does not reflect women’s experiences of abuse where the mages feel 

very real, and the harms are real. 

Problem with the term ‘porn’: pornography generally refers to legitimate, consensual adult material. 

These materials are non-consensual and a record of abuse. Its use here minimises the harm. 

Contents of the Opinion 

1. Changing the Terminology: Concerns with the Term ‘Deepfake Porn’

https://www.vice.com/en/article/gydydm/gal-gadot-fake-ai-porn
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Victims’ perspectives: victims struggle to name and understand their experiences when the language 

used (e.g. ‘deepfake porn’) conveys sexual gratification and consent. 

Alternative terminology: other terms better capture this phenomenon including: 

o Sexual digital forgery

o Deepfake image-based sexual abuse

o Sexually explicit deepfakes

o Deepfake abuse

o Deepfake sexual abuse

o Non-consensual synthetic intimate imagery

Sexual digital forgeries: This term emphasises the false nature of the material: it’s stealing someone’s 

likeness and sexual identity, creating a false representation of someone. The term ‘forgery’ clearly 

labels this as fraudulent and unlawful behaviour. It originates is the United States and is used in draft 

legislation before the US Congress. It is the preferred term. Nonetheless, for ease of understanding, 

we use sexually explicit deepfakes and deepfake sexual abuse. 

2.1 Over 90% of deepfakes are sexually explicit and target women: it’s a gendered phenomenon. 

• Compared to women, men are more likely to know about deepfakes, create, and view them.

• While this phenomenon started with sexually explicit deepfakes of celebrity women, all women

are now affected, including women in the public eye, e.g. politicians, journalists, activists, as

well as ordinary women.

2.2 Creating sexually explicit deepfakes and nudes is fast, easy, cheap, and no longer niche. 

There are different ways of creating sexually explicit deepfakes, which vary in their realism. 

o Superimposing the victim’s likeness into an already existing pornographic video/image.

o Using generative AI to create a ‘new’ sexually explicit video, as with the Taylor Swift deepfakes,

where an original video is not needed.

o Photoshopping editing apps, which edit the original image to look sexually explicit (sometimes

referred to as ‘shallowfakes/cheapfakes’ as it typically does not use deep learning or AI).

o ‘Nudification’ where a single clothed image is changed into a nude using nudify tech which is

widely available in app stores.

o The number of nudify apps ‘soared’ in use during 2023.

o Nudify apps are commonly being used in schools, including cases receiving worldwide

attention from Spain and across the US and Australia.

o There are many individuals who make money creating sexually explicit deepfakes for others.

2.3. Deepfake sexual abuse is getting more prevalent. 

o A 2023 report found an increase in the number of deepfake porn videos available online has

increased 550% since 2019, with 99% of the videos identified featuring female subjects.

o A report in Wired in March 2024 revealed thousands of copyright requests, a considerable

increase, to get deepfake porn videos removed.

2. How Common Are Sexually Explicit Deepfakes, ‘Deepfake Porn’

Websites and Nudify Apps?

https://www.congress.gov/118/meeting/house/116953/documents/HHRG-118-GO12-20240312-SD008.pdf
https://equalitynow.org/resource/briefing-paper-deepfake-image-based-sexual-abuse-tech-facilitated-sexual-exploitation-and-the-law/
https://www.gov.uk/government/news/government-cracks-down-on-deepfakes-creation
https://anotherbodyfilm.com/the-summit/
https://www.glamourmagazine.co.uk/article/new-deepfake-laws-whats-next-opinion
https://arxiv.org/abs/2402.01721
https://www.congress.gov/118/meeting/house/116953/documents/HHRG-118-GO12-20240312-SD008.pdf
https://www.congress.gov/bill/118th-congress/senate-bill/3696/text
https://www.congress.gov/bill/118th-congress/senate-bill/3696/text
https://www.homesecurityheroes.com/state-of-deepfakes/
https://arxiv.org/abs/2402.01721
https://www.vice.com/en/article/j5kk9d/deepfakes-were-created-as-a-way-to-own-womens-bodieswe-cant-forget-that-v25n2
https://www.politico.eu/article/italian-pm-giorgia-meloni-called-to-testify-in-deepfake-porn-case/
https://www.huffingtonpost.co.uk/entry/deepfake-porn_uk_5bf2c126e4b0f32bd58ba316
https://www.independent.co.uk/news/uk/home-news/deepfakes-porn-downblousing-crime-b2232913.html
https://www.theguardian.com/technology/2023/oct/28/how-did-deepfake-images-of-me-end-up-on-a-porn-site-nfbntw
https://www.theguardian.com/technology/2024/jan/31/inside-the-taylor-swift-deepfake-scandal-its-men-telling-a-powerful-woman-to-get-back-in-her-box
https://www.theguardian.com/technology/2024/jan/31/inside-the-taylor-swift-deepfake-scandal-its-men-telling-a-powerful-woman-to-get-back-in-her-box
https://www.glamourmagazine.co.uk/article/nudify-apps-investigation
https://www.wired.com/story/deepfake-porn-is-out-of-control/
https://www.bbc.co.uk/news/world-europe-66877718
https://apnews.com/article/deepfake-ai-nudes-teen-girls-legislation-b6f44be048b31fe0b430aeee1956ad38
https://www.theguardian.com/australia-news/article/2024/jun/12/ai-nudes-of-victorian-students-were-allegedly-shared-online-how-can-schools-and-parents-respond-to-deepfake-porn
https://www.nzz.ch/english/video-fake-porn-real-victims-how-women-become-targets-of-artificial-intelligence-ld.1754001
https://www.homesecurityheroes.com/state-of-deepfakes/#key-findings
https://www.wired.com/story/google-deepfake-porn-dmca-takedowns/#%3A~%3Atext%3DA%20WIRED%20analysis%20of%20copyright%2Cthe%20frequency%20of%20complaints%20increasing


4 

o In one month in 2023, a study found that across 34 deepfake porn websites, there were over

24 million unique visitors.

o A set of 52 Telegram groups used to access non-consensual intimate image services contain at

least 1 million users as of September 2023.

o The nudify app ClothOff had over half a million subscribers in May 2024.

o Between July 2020 and July 2023 monthly traffic to the top 20 ‘deepfake porn’ websites

increased by 285%.

o Referral spam (ie a response to a social media post on this theme that then links to the

deepfake/nudification websites and apps) totalled 1,280 in 2022 compared to over 32,100 by

December 2023, representing a 2,408% increase in volume year-on-year.

o There is an extensive network of online communities, message boards, subscriber-only

websites surrounding the creation, solicitation, and sharing of sexual digital forgeries. In July

2024, an investigation founds tens of thousands members of telegram groups dedicated to

nudify imagery.

2.4. Mainstream social media companies, search engines and payment providers are facilitating 

and sustaining a vast financial market and internet ecosystem in deepfake sexual abuse. 

o Deepfake sexual abuse has become a scaled and monetised online business.

o The largest sexually explicit deepfake website ‘MrDeepFakes’ receives an average of 14 million

visitors a month and has many advertisers.

o Pornhub is still monetising ‘deepfakes’, even though the website publicly banned them in

February 2018.

o The largest search engines, Google and Bing, return ‘deepfake porn’ websites at the top of

search results, following by numerous other websites dedicated to this material and tools and

tutorials on how to make this material. In July 2024, Google finally announced some changes

to ranking.

o Googling ‘fake nudes’ returns links to nudify apps.

o Searches for reports on celebrity views on being victimised by sexually explicit deepfakes,

Google returns the actual sexually explicit deepfake video.

o Mainstream social media companies, like X (formerly Twitter), and Instagram are profiting from

hosting adverts for nudify apps.

2.5 Some sexually explicit deepfakes are re-victimising sex trafficking survivors using the 

original abuse video 

o A dataset used to generate sexually explicit deepfakes uses images scraped from porn

production companies and producers that have been convicted of sex trafficking offences,

reproducing and further spreading the original abuse.

o Further, the largest ‘deepfake porn’ website has hosted sexually explicit deepfakes deliberated

made and named from the trafficking cases GirlsDoPorn.

3.1. Creating sexual digital forgeries is wrong and harmful and justifies criminal sanctions. 

o Creating sexually explicit deepfakes is a violation of the person’s sexual autonomy, dignity,

3. What are the harms of creating sexually explicit deepfakes?

https://graphika.com/reports/a-revealing-picture
https://time.com/6344068/nudify-apps-undress-photos-women-artificial-intelligence/
https://time.com/6344068/nudify-apps-undress-photos-women-artificial-intelligence/
https://graphika.com/reports/a-revealing-picture
https://balkaninsight.com/2024/07/03/undressed-by-ai-serbian-women-defenceless-against-deepfake-porn/
https://www.dailymail.co.uk/news/article-12763507/rise-deepfake-porn-experts-reveal-explosion-AI-victims.html
https://graphika.com/reports/a-revealing-picture
https://www.vice.com/en/article/jgp7ky/atrioc-deepfake-porn-apology
https://www.vice.com/en/article/jgp7ky/atrioc-deepfake-porn-apology
https://balkaninsight.com/2024/07/03/undressed-by-ai-serbian-women-defenceless-against-deepfake-porn/
https://graphika.com/reports/a-revealing-picture
https://edition.cnn.com/2023/10/29/opinions/deepfake-pornography-thriving-business-compton-hamlyn/index.html
https://edition.cnn.com/2023/10/29/opinions/deepfake-pornography-thriving-business-compton-hamlyn/index.html
https://www.404media.co/email/87ab3a1f-0380-4811-90b3-b6cb68c4b977/
https://www.nbcnews.com/tech/internet/google-bing-deepfake-porn-image-celebrity-rcna130445
https://www.nbcnews.com/tech/internet/google-bing-deepfake-porn-image-celebrity-rcna130445
https://blog.google/products/search/google-search-explicit-deep-fake-content-update/
https://www.nbcnews.com/tech/internet/google-bing-deepfake-porn-image-celebrity-rcna130445
https://www.nbcnews.com/tech/internet/google-bing-deepfake-porn-image-celebrity-rcna130445
https://www.404media.co/twitter-x-now-showing-ads-for-nonconsensual-ai-undress-apps/
https://www.nbcnews.com/tech/internet/deepfake-porn-ai-mr-deep-fake-economy-google-visa-mastercard-download-rcna75071
https://www.vice.com/en/article/akdgnp/sexual-abuse-fueling-ai-porn-deepfake-czech-casting-girls-do-porn
https://www.wired.com/story/girlsdoporn-deepfake-victim-videos/
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integrity, and privacy. It breaches women’s fundamental rights. 

o Deepfake sexual abuse is a form of ‘virtual coercion’ where (mostly) men exercise control over

women and their identities, privacy and autonomy, portraying them in ways not of their own

choosing. The creator decides how the person appears, talks, and acts in the video.

o Deepfakes taint the memory associated with the original photos. One victim described looking

at the original once treasured photos as ‘it feels like the picture of an assault’.

3.2. Sexually explicit deepfakes are in effect real images: this is the ‘new voyeurism’ 

o It is commonly assumed that taking or sharing of “real-life” sexual images is worse than

creating sexual digital forgeries. However, sexually explicit deepfakes are essentially a new way

of “taking images”, even more nefarious, as it is easier to create them, without the need to be

in the presence of the victim.

o Sexually explicit deepfakes feel ‘real’ to victims, even though the images are fabricated and

altered. The images are online, on phones, become reality.

o Any distinction between ‘real’ and ‘fake’ images is becoming blurred. Google’s latest research

in July 2024 stated that AI generated content could potentially ‘distort collective understanding

of socio-political reality’. AI content is real, its just different from capturing an image using non-

AI photographic and video techniques.

o Creating sexually explicit deepfakes should be understood as a the ‘new voyeurism’. Voyeurism

is covertly viewing and/or recording another engaged in intimate or sexual activities. This was

once perpetrated by the unaided physical gaze, then with smart phones, hidden cameras. Most

jurisdictions criminalise voyeurism, regardless of whether or not the victim of the abuse or

whether the imagery is shared.

o Creating sexually explicit deepfakes should be treated in the same way as voyeurism; the new

version of voyeurism using AI.

3.3. Deepfake sexual abuse creates a collective sense of threat experienced by women and girls. 

o The mere creation of sexually explicit deepfakes is experienced as an implicit threat to share:

The image is the threat.

o Fear and threat are experienced when an image is created in digital form. It can so instantly

and easily be shared whether maliciously, deliberately or through hacking. This is the ‘invisible

threat’ now pervading the lives of women and girls: the ever-present fear that deepfake can be

made and shared without consent.

o Many women have spoken out about their fear of having sexually explicit deepfakes made of

them without their consent, including students talking about how their professional futures

and reputations are at such easy risk of sabotage due to the ‘unpredictable behaviour’ and one

‘rash decision’ by someone to create and then share ‘deepfake porn’.

o One survey of women in 2024 found that 91% of respondents thought that deepfaking poses

a threat to the safety of women, compared to 40% fearing other forms of image-based sexual

abuse.

3.4. Creating Sexually Explicit Deepfakes Harms Society in General. 

o Silencing of women’s speech: the ever-present threat of deepfake sexual abuse, and the

distribution of sexually explicit deepfakes is silencing women’s speech and has a ‘chilling effect’.

Sexually explicit deepfakes and the accompanying abuse causes women to withdraw from

https://link.springer.com/article/10.1007/s13347-021-00459-2
https://www.theguardian.com/technology/video/2023/oct/25/my-blonde-gf-a-disturbing-story-of-deepfake-pornography?utm_source=gdnwb&utm_medium=editorial&utm_campaign=MyBlondeGF_SaturdayMagOnline&CMP_TU=mawns&CMP_BUNIT=edtrl
https://www.independent.co.uk/news/uk/home-news/deepfakes-porn-downblousing-crime-b2232913.html
https://arxiv.org/pdf/2406.13843?utm_source=substack&utm_medium=email
https://theconversation.com/deepfake-porn-why-we-need-to-make-it-a-crime-to-create-it-not-just-share-it-227177
https://theconversation.com/deepfake-porn-why-we-need-to-make-it-a-crime-to-create-it-not-just-share-it-227177
https://open.spotify.com/episode/4Foz4WuAij3JfUA95e5h05?si=Fi4APM5RRGKrliJHAxXIJw&nd=1&dlsi=4e0ded19fca5420f
https://www.glamourmagazine.co.uk/article/glamour-consent-survey-results-2024
https://www.belfasttelegraph.co.uk/news/northern-ireland/cara-hunter-mla-stress-of-fake-clip-made-my-life-absolutely-horrific-in-election-run-up/41629366.html
https://giwps.georgetown.edu/wp-content/uploads/2024/06/Technology-Facilitated-Gender-Based-Violence.pdf
https://www.huffingtonpost.co.uk/entry/deepfake-porn_uk_5bf2c126e4b0f32bd58ba316
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public and online life, or severely restrict their online interactions. The widespread creation of 

sexually explicit deepfakes of women politicians is a threat to democracy. 

o Normalising non-consensual sexual activity: The easy creation and proliferation of non- 

consensual deepfake pornography risks normalising non-consensual sexual activity. Thus,

while it causes significant individual harms, the repercussions adversely impact on all members

of society, though its effects are felt by women and girls in particular.

o Conducive culture to sexual violence: Its prevalence, combined with the minimisation of its

harms, engenders a culture which is conducive to further forms of sexual violence – sustains a

set of attitudes that are not universal, but which extend beyond those immediately involved as

perpetrators or victims. This means that acts of sexual violence which are also predicated on

an absence of consent are perhaps less likely to be recognised as such.

4.1 Expressive and Symbolic Role of Criminal Law 

o A new criminal law can send a clear message to victims, perpetrators and society as a whole

that conduct is wrong, harmful and should not be tolerated.

o Adopting new criminal laws can help shift attitudes and behaviours, reducing harm and

prevalence.

o Not acting, and allowing the creation of sexually explicit deepfakes, sends a message that this

conduct is acceptable and normalises it.

o Allowing the creation affects more than just the individual woman’s sexual autonomy and self- 

determination, it reveals a collective societal tolerance and even acceptance of sexual violence

against women.

o Criminalising creation recognises the harms experienced by victims.

4.2 Inspiring Tech Solutions 

o A creation offence would signal society’s intolerance of the behaviour. This can inspire

technology providers to develop better and more effective tools to combat the phenomenon.

o Deepfake detection tools have been shown to have bias and diversity problems, performing

better on deepfakes with men than on deep fakes with women’s images. Better detection is

needed to enable swift removal of non-consensual material.

4.3. Interplay with the Platform Regulation Across Jurisdictions 

o A comprehensive criminal law, including criminalising creating sexually explicit deepfakes,

makes clear that deepfake sexual abuse websites and apps have no lawful purpose. This will

inspire and force platforms to act by

o challenging the payment providers that continue to prop up the deepfake financial

ecosystem;

o saying to Google and Bing they can no longer highly rank ‘deepfake porn’ sites and

apps;

o making YouTube remove the tutorial videos telling people how to create sexually

explicit deepfakes;

o removing adverts for nudify apps on mainstream social media such as X (formerly

4. Justifying a Criminal Offence of Creating Sexually Explicit Deepfakes

https://www.huffingtonpost.co.uk/entry/deepfake-porn_uk_5bf2c126e4b0f32bd58ba316
https://www.theguardian.com/technology/article/2024/jul/01/british-female-politicians-targeted-by-fake-pornography
https://www.glamourmagazine.co.uk/article/female-mps-politicians-deepfake-victims
https://arxiv.org/abs/2207.10246
https://www.theguardian.com/technology/2024/mar/12/family-takes-fight-against-deepfake-nudes-to-washington
https://www.nbcnews.com/tech/internet/google-bing-deepfake-porn-image-celebrity-rcna130445
https://www.nbcnews.com/tech/internet/deepfake-porn-ai-mr-deep-fake-economy-google-visa-mastercard-download-rcna75071
https://www.404media.co/twitter-x-now-showing-ads-for-nonconsensual-ai-undress-apps/
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Twitter) and Instagram. 

o A creation offence can lead to ‘deepfake porn’ platforms and nudify apps restricting access.

After the proposals for a creation offence in the UK, the largest website and nudify app blocked

access in the UK. This is a significant moment and a testament to the power of criminal law to

instigate further response to combat this phenomenon.

o The EU’s Digital Services Act and UK’s Online Safety Act both rely on the concept of “illegal

content” to identify the platform responsibility in reducing harms. Criminalising creation of

sexual digital forgeries will leave no doubt about their nature as ‘illegal content’, requiring

platforms to act.

o The DSA reinforces the principle “What is illegal offline is now illegal online” with obligations

on platforms to put in place measures to counter the spread of illegal content.

o Under the UK’s Online Safety Act services must assess the risk arising from harms from illegal

content or activity on their service and take proportionate steps to mitigate the risks.

4.4 Individual Redress Options for Victims 

o A creation offence would provide victims with the option to pursue a criminal justice response

to the harms of deepfake sexual abuse.

4.5 Preventing Behaviour 

o Criminalising the creation of sexually explicit deepfakes sends a message that this behaviour is

evaluated as a serious wrong. Ideally this changes peoples’ behaviour.

o Once these videos are disseminated, it becomes nearly impossible to remove them online. In

most cases, even if the video is removed, the victim has already been harmed irreparably.

o Given the immediate nature and severity of the harm, the primary focus of legal intervention

against sexual digital forgeries should be on preventing the media from ever being created.

o This requires a comprehensive approach where societal condemnation of the behaviour,

platform responsibility, and criminal law all play a role.

o We should harness the preventative function of criminal law. A survey done by the Cyber Civil

Rights Initiative asked the respondents who admitted to having engaged in image-based

sexual abuse what might have stopped them. The majority indicated criminal penalties would

have been the most effective deterrent.

5.1 ‘It infringes on Freedom of Expression’ 

o There is no absolute right to freedom of expression. The UN Special Rapporteur on Freedom

of Expression and others has affirmed that online gender-based violence is “proliferating with

the aim of intimidating and silencing women”, that has particular significance for women’s

freedom of expression and that action is required to reduce this abuse. In balancing freedom

of expression and protection against abuse, there are many arguments tipping the balance in

favour of protecting the rights of women and girls:

o Not a form of expression but a form of abuse: Sexually explicit deep fakes are not a legitimate,

or high-level, form of expression or creation worthy of protection, but a form of abuse. The

core issue lies with the non-consensual representation of the victim’s image belonging to the

5. Rebuttals to Arguments Against a Creation Offence

https://www.404media.co/twitter-x-now-showing-ads-for-nonconsensual-ai-undress-apps/
https://www.wired.com/story/the-biggest-deepfake-porn-website-is-now-blocked-in-the-uk/
https://www.europarl.europa.eu/legislative-train/package-better-business-environment-for-digital-networks-services/file-assessment-of-online-platforms-and-illegal-content#%3A~%3Atext%3DThe%20underlying%20principle%20of%20the%2Claw%20of%20a%20Member%20state
https://digital-strategy.ec.europa.eu/en/policies/dsa-impact-platforms#ecl-inpage-lo5phqnb
https://www.ofcom.org.uk/siteassets/resources/documents/consultations/category-1-10-weeks/270826-consultation-protecting-people-from-illegal-content-online/associated-documents/volume-1-background-to-the-new-online-safety-regime-introduction-illegal-content-duties-and-offences-and-overview-of-regulated-services/
https://www.cybercivilrights.org/wp-content/uploads/2017/06/CCRI-2017-Research-Report.pdf
https://www.cybercivilrights.org/wp-content/uploads/2017/06/CCRI-2017-Research-Report.pdf
https://www.osce.org/files/f/documents/6/4/517266.pdf
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most private sphere of life. 

o Privacy and data protection: Freedom of expression does not protect against unauthorised use

of private data, including our images. The non-consensual creation of deep fakes uses our

personal data (images and videos) without our agreement, contrary to data protection laws.

o Breach of women’s privacy rights: the material is created without consent and breaches the

privacy and autonomy of women and girls to determine their own sexual identities.

o Breach of women’s freedom of expression: Women’s speech is being silenced by the exponential

rise in deepfake sexual abuse, justifying legislative action.

5.2 ‘It’s Just a Sexual Fantasy’ 

o This is different from a sexual fantasy in one’s head, or even a drawing. It is the creation of a

digital file that is easily shared without consent whether deliberately, through hacking, or

accidentally. The production of deepfake sexual abuse material creates a clear risk of harm.

o Creation of sexually explicit deep fakes should not be seen as an isolated individual’s fantasy,

but rather as part of a larger phenomenon inseparable from the systematic degrading of

women as a group.

o Creation may be about sexual fantasy for some, but it is also about power and control, and the

humiliation of women. Men’s sense of sexual entitlement over women’s bodies pervades the

internet chat rooms where sexualised deepfakes and tips for their creation are shared. As with

all forms of image-based sexual abuse, deepfake abuse is about telling women to get back in

their box and to get off the internet.

o In any event, it is not clear why we should privilege men’s rights to sexual fantasy over the

rights of women and girls to sexual integrity, autonomy and choice. This is non-consensual

conduct of a sexual nature. Neither the porn performer nor the woman whose image is

imposed into the porn has consented to their images, identities and sexualities being used in

this way.

5.3 ‘There is no Harm in Just Creating a Sexually Explicit Deepfake’ 

o There are distinct harms in creating, threatening to share, and sharing sexually explicit deep

fakes

o The harms occur both on individual and societal levels

o The lawfulness of sexually explicit deepfakes sends a message that this is acceptable conduct.

It creates a culture of non-consent. It suggests women’s concerns that their likeness and sexual

identities are being used without their agreement are not taken as seriously as men’s rights to

create sexual content at their will.

o It creates a digital file that can be distributed at any moment whether through a deliberate act,

or through hacking or some other misuse of the file. Women and girls are now experiencing

the ever-present threat of having deepfake porn made of them without consent, and the risk

that is then shared. Criminal offences are enacted where there is a risk of harm.

5.4 ‘Social Harms are Already Over-criminalised’ 

o The ‘last resort’ character of criminal law cautions against over-criminalisation for social harms.

o However, women’s harms have historically been under-criminalised and not taken seriously.

o Police will only ever get involved if the creation of the material becomes known, perhaps

through the perpetrator making the victim aware, or through some form of hacking or other

https://www.vice.com/en/article/nekqmd/deepfake-porn-origins-sexism-reddit-v25n2
https://academic.oup.com/ojls/article/37/3/534/2965256?guestAccessKey=349e7a45-7633-4b34-8e69-9d39aef546ab&login=false
https://www.theguardian.com/technology/2024/jan/31/inside-the-taylor-swift-deepfake-scandal-its-men-telling-a-powerful-woman-to-get-back-in-her-box
https://www.theguardian.com/technology/2024/jan/31/inside-the-taylor-swift-deepfake-scandal-its-men-telling-a-powerful-woman-to-get-back-in-her-box
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identification of the imagery. 

5.5 ‘It’s Impractical to Enforce’ 

o Many criminal offences are challenging to enforce but that does not prevent their introduction

and prosecution, where possible.

o There are challenges in enforcing a creation offence, especially because it is hard to identify

and locate the perpetrator, who can be located outside the criminal jurisdiction. But these

challenges do not negate the fact that there is a need for a creation offence which also has a

symbolic role.

5.6 ‘We don’t want to criminalise young people’ 

o The aim of a creation offence is not to overly-criminalise young people. Most jurisdictions have

guidance limiting the use of the criminal law against young people and emphasising education,

warnings and community engagement.

o However, the criminal law also provides the basis for strong and effective education and culture

change initiatives, grounded on the idea that creating sexual digital forgeries is wrong.

o Criminal laws on non-consensual distribution of intimate imagery: A growing number of

jurisdictions around the world criminalise the distribution of sexually explicit deepfakes

including England and Wales, some states in the US, Canada and Australia, and a number of

member states of the EU. The EU’s Directive on Violence Against Women and Domestic

Violence includes provisions on sharing sexually explicit deepfakes without consent, though

with some limitations.

o Criminal laws on creating sexually explicit deepfakes: This Opinion focuses on creation

criminal offences which have already been introduced in Texas, the Netherlands and the

Australian state of Victoria. There are proposals to criminalise creation in the UK.

o Istanbul Convention on Violence Against Women and Girls includes production

(creation) and procuring (soliciting) non-consensual intimate images: The Convention

prohibits ‘sexual harassment’ (Article 40) and GREVIO Recommendation No 1 on the Digital

Dimension of Violence Against Women states that this encompasses online sexual harassment

defined as including the ‘non-consensual taking, producing or procuring of intimate images or

videos’.

6.1 Creation Offence in the State of Victoria, Australia 

o In 2022, as an amendment to Sexual Offences, the State of Victoria added the Image-based

Sexual Offences Subdivision of “producing, distributing, or threatening to distribute intimate

images”. 

o Intimate image is defined as a) a person engaged in sexual activity; b) a person in a

manner or context that is sexual; c) the genital or anal region of a person (whether bare

or covered by underwear); d) if a person is female or a transgender or intersex person

identifying as female, the breasts of the person.

o ‘Production of the image’ explicitly includes digitally creating (whether generated or altered)

6. What Are the Laws on Creating Sexually Explicit Deepfakes in Various

Jurisdictions?

https://www.multistate.ai/deepfakes-sexual
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ%3AL_202401385
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=OJ%3AL_202401385
https://girlswantcyberjustice.wordpress.com/
https://statutes.capitol.texas.gov/Docs/PE/htm/PE.21.htm#%3A~%3Atext%3D21.165
https://journals.sagepub.com/doi/10.1177/15248380221143772
https://content.legislation.vic.gov.au/sites/default/files/2023-12/58-6231aa304-authorised.pdf
https://www.glamourmagazine.co.uk/article/new-deepfake-laws-whats-next-opinion
https://rm.coe.int/grevio-rec-no-on-digital-violence-against-women/1680a49147
https://www.legislation.vic.gov.au/as-made/acts/justice-legislation-amendment-sexual-offences-and-other-matters-act-2022
https://www.legislation.vic.gov.au/as-made/acts/justice-legislation-amendment-sexual-offences-and-other-matters-act-2022
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or manipulating the still or moving image. 

o The statutory example is where someone ‘digitally superimposes another person's face onto a

photograph of a naked person taken from an online magazine‘. This clearly emphasises that

the creation of sexually explicit deepfakes is included in these provisions.

o The offence does not address solicitation (procuring) of sexually explicit deep fakes

o The need for a creation offence on a federal level was is being considered.

6.2 Creation Offence in the State of Texas, USA 

o In September 2023, State of Texas passed the bill TXSB1361 criminalising the “production or

distribution of deepfake video that appears to depict the person with the person’s intimate

parts exposed or engaged in sexual conduct”.

o The offence defines “deep fake video” with the intent to deceive. This might be interpreted to

exclude not-so-sophisticated sexual digital forgeries. It might also provide a defence for

someone claiming they did not have this intention but, instead, were intending the deepfake

as humorous or artistic.

o The act only mentions “deep fake videos” which leads to still images not being explicitly

covered under the offence.

o The offence does not address solicitation of sexually explicit deep fakes

6.3 Federal Proposals in the United States for a civil offence 

o In March 2024, the DEFIANCE Act was introduced, which aims to create a federal civil right of

action for the creation of “digital forgeries”. This act directly addresses deepfakes under the

name digital forgeries.

o The DEFIANCE Act states that any identifiable individual may bring a civil action against any

person that knowingly produced or possessed the non-consensual sexual digital forgery with

the intent to disclose it, or knowingly disclosed or solicited the forgery.

6.4 Creation Offence in the Netherlands 

o Article 139h/1 of the Dutch Criminal Code covers image-based sexual abuse in general, as

follows:

o intentional and unlawful making of an image of a person of a sexual nature;

o having the image as referred to under paragraph a at one’s disposal, punishable with

imprisonment up to a year.

o Article 139h/2 makes the publishing of said image is punishable by imprisonment up to 2 years.

o In November 2023 this article was interpreted by a court for the first time in application to the

creation of sexually explicit deepfakes. The creator and distributor of a so-called “deep fake

porn” video was sentenced to 180 hours of community service.

6.5 Proposal for creation offence in England and Wales 

o In April 2024, the UK Government proposed a new offence to criminalise creating some forms

of sexually explicit deepfakes.

o The proposed offence would only apply where the prosecution could prove the material was

created with the intent of causing alarm, distress or humiliation, or with the purpose of

obtaining sexual gratification.

o This limits the scope of the offence and would allow, for example, defences of artistic

expression and humour.

https://classic.austlii.edu.au/au/legis/vic/consol_act/ca195882/s53r.html
https://www.aap.com.au/news/calls-to-shut-down-ai-porn-apps-as-sharing-criminalised/
https://capitol.texas.gov/BillLookup/History.aspx?LegSess=88R&Bill=SB1361
https://ocasio-cortez.house.gov/media/press-releases/rep-ocasio-cortez-leads-bipartisan-bicameral-introduction-defiance-act-combat
https://uitspraken.rechtspraak.nl/details?id=ECLI%3ANL%3ARBAMS%3A2023%3A6923
https://publications.parliament.uk/pa/bills/cbill/58-04/0155/amend/criminal_day_rep_0515.pdf
https://www.glamourmagazine.co.uk/article/new-deepfake-laws-whats-next-opinion
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o ‘Purported sexual image’ is limited to depicting the person (i) participating or engaging in a

sexual act, (ii) the person doing a sexual thing, (iii) part of the person’s exposed genitals or

anus, (iv) all or parts of a person’s exposed breasts, except where what appears to be shown is

something of a kind ordinarily seen in public.

o This definition of image would exclude, for example, AI generated images with emojis covering

nipples.

o The offence does not clearly cover solicitation, asking another to create the video/image.

o A creation offence should be a part of a comprehensive response to image-based sexual

abuse, together with civil law provisions enabling compensation, deletion and take-down,

technological solutions, platform regulation, support for survivors, education and civil society

efforts to combat this phenomenon.

o Image-based abuse laws, civil and criminal options, should cover all forms of the creation,

soliciting, taking, sharing, and threats to share, of sexually explicit deepfakes of intimate images

or videos. Nonetheless, this Opinion considers a range of alternatives to a comprehensive

offence.

7.1 Offence could be limited to adults 

o An offence may be limited to only adults, with deepfake child sexual abuse material being

criminalised under child sexual abuse laws for systematic clarity and appropriate sanctioning.

o Even now, deepfake sexual abuse amongst teenagers and in schools is becoming a problem

that needs to be addressed. Here, educating the children and young adults about the

unacceptability of this behaviour and the harms it causes is integral.

7.2 Scope of imagery to be included 

There are various alternatives to the scope of images/videos a creation offence could cover 

o ‘Sexual’ images/videos (including genitals, buttocks, breasts): this would include material

that by its nature is sexual and/or that a reasonable person would assume to be sexual.

o Videos of ‘sexual activities’: The EU Directive’s provision on distribution of sexually explicit

deepfakes is limited to imagery showing ‘engagement’ in ‘sexual activities’. This suggests active

participation and movement, ie conventionally understood pornographic videos. This

definition – used in the EU Directive on Violence Against Women - would limit the offence and

exclude images/videos where the person is shown either fully or partially nude. This is mostly

the case when ordinary photos of women stolen online are uploaded to ‘nudification’ apps to

alter the otherwise ‘innocent’ photo. This would also exclude the deepfakes of women doing

other private activities of not a sexual nature, like going to the toilet.

o Nude or partially nude images/videos: Nudify apps produce (still) nude images (though no

doubt technology will evolve to develop further imagery). Including nude imagery would also

ensure images reproducing private activity such as toileting is covered. Such images are also a

violation and are commonly used for sexual gratification (personal use and shared online).

o Use of emojis and other ways to avoid liability: Care needs to be taken to ensure that any

definition does not exclude harmful material and/or provide an easy defence. For example,

7. Options for Law Reform

https://www.stylist.co.uk/news/ai-deepfake-nudes-sextortion-scam-experience/887906
https://www.theguardian.com/australia-news/article/2024/jun/12/ai-nudes-of-victorian-students-were-allegedly-shared-online-how-can-schools-and-parents-respond-to-deepfake-porn
https://www.forbes.com/sites/cyrusfarivar/2024/03/13/teen-boys-deepfaked-her-daughter-then-the-school-made-it-worse-one-mom-says/
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some sexually explicit deepfakes are made with emojis over nipples, or a black strip across a 

nipple. These images remain harmful and wrong (for a very detailed definition of images of a 

person in an ‘intimate state’ see the current English law). 

o ‘Intimate’ images/videos: The term ‘intimate’ can be used to cover privacy and autonomy

breaches beyond conventional nude/sexual imagery, such as showing a person without

clothing or accessories of religious or cultural significance that they consistently wear in public.

For example, a Muslim woman who consistently wears a niqab while in public or a Sikh man

who consistently wears a turban in public. Legislation in Australia provides for civil law

protections against the sharing of this type of ‘intimate image’. Although such a broad

formulation is the most inclusive, what is considered intimate will be culturally and historically

grounded, making it harder for criminal law to grasp.

7.3 Motive requirements as an additional threshold for prosecution 

o The most comprehensive creation offence would be based on the non-consensual creation of

the sexually explicit deepfakes and not limit the offence to certain motives of perpetrators.

o Motives are hard to prove and ultimately do not matter in the harms that victim-survivors

experience.

o A limited creation offence could cover certain motives of perpetration like intent to distribute,

harass, gain sexual gratification, monetary gain. Choosing to limit the offence to certain

motives might have the aim of excluding creations that are for art or humour.

o Raising a defence of ‘humour’ will be straightforward, particularly as websites and nudify apps

promote themselves as being for fun. The popular nudify app Clothoff, for example, justifies

itself by stating that: “Hundreds of thousands of people appreciate the humor and just receive

positive emotions, which can be proven by numerous positive reviews and tens of thousands

of likes in social networks’.

7.4 An ‘Artistic Creation’ Defence 

o A comprehensive creation offence would not leave room for an artistic creation defence. A

sexually explicit deepfake justified as ‘art’ is still non-consensually produced and breaches the

victim’s fundamental rights to privacy, autonomy and identity. An artistic defence would be

very difficult to refute. A creation will only come to the attention of prosecutors if the creator

has made others aware of the creation (giving notice of the very real threat of distribution).

7.5 Excluding imagery of those in the Public Eye, e.g., Celebrities 

o This would be a possible way to limit the scope of an offence as many sexually explicit

deepfakes are of celebrities. This exception therefore would cover many who create and share

sexually explicit deepfakes of celebrities only. Many deepfake creators seek to justify their

actions on the basis that there is ‘no harm’ when making deepfakes of celebrities.

o However, this approach would undermine the foundational principles of non-consent and

protection of autonomy and integrity. It would also ignore the real harms experienced by all

women victims including celebrities. It would also be difficult to determine the scope, ie who

is in the public eye and who is not.

o It would also ignore the real harms experienced by all women victims including celebrities, as

witnessed in a recent UK case where a man convicted of plotting to murder and rape a TV

celebrity was found to have sexually explicit deepfakes of her.

https://www.legislation.gov.uk/ukpga/2003/42/section/66D
https://www.legislation.gov.au/C2021A00076/latest/text
https://balkaninsight.com/2024/07/03/undressed-by-ai-serbian-women-defenceless-against-deepfake-porn/
https://balkaninsight.com/2024/07/03/undressed-by-ai-serbian-women-defenceless-against-deepfake-porn/
https://www.theguardian.com/media/article/2024/jul/12/holly-willoughby-man-jailed-for-life-for-kidnap-and-plot


13 

7.6 Only include certain ‘extreme’ deepfakes 

o Another way to limit an offence would be to only include the creation of specific types of

sexually explicit image, such as images of rape and bestiality. It should be said that some

jurisdictions might already have laws banning such extreme pornography and sharing the

deepfakes made with that material would already be illegal.

o However, limiting an offence in this way may lead to definitional problems and undermines the

value of criminalising all sexual digital forgeries.

7.7 Civil offence only 

o If a criminal offence was not to be adopted, an alternative is to create a specific civil offence, a

civil right to sue for compensation for harm (and such legislation may also include civil orders

to delete and remove material).

o Many states in Canada have such provisions, and there are legislative proposals being debate

in the US which would create such a civil right.

o Civil rights have many benefits, including providing a range of options for survivors. However,

they can also only be used where there is a known (and financially solvent) perpetrator and it

may be costly to bring such actions.

o Ideally, civil law options are introduced as well as criminal sanctions.

7.8 Procuring (soliciting) creation 

o There are many examples of individuals asking others to create sexually explicit deepfakes on

their behalf. This can happen on a 1-1 basis, or in communities of men trading and sharing

sexual digital forgeries.

o While some forms of solicitation may be covered by laws on assisting others to commit crime

(or conspiracy), this is now always clear, especially with cross-border internet crimes.

o A law on creation should therefore ensure it specifically covers solicitation. If a simple creation

offence is not to be introduced, an offence of solicitation would at least include circumstances

where more than one person is involved and there is a clear risk of distribution (depending on

where the solicited imagery is stored and methods of sharing the creation).

7.9 An offence of creation with intent to distribute 

o A creation offence might be limited to where the material is produced with an intention to

distribute. Such a provision was recently adopted in South Korea following a significant case

where thousands were participating in Telegram chatrooms where material was created and

shared. An offence of creation with intent would ensure all those involved in such activities

were covered.

o Nonetheless, a specific creation offence would also cover such individuals, as well as those

where proving such an intention is challenging.

7.10 Creation as an aggravating factor 

o The creation of the non-consensual imagery could be an aggravating factor to a distribution

offence, increasing sentencing. This is the current proposal in Australia. This does not make it

a separate offence to create sexual digital forgeries and requires proof of the distribution

offence.

     7.11 Defences: reasonable excuse, public interest, community standards 

https://e87dab74-be98-4bb1-83c5-05251d2bc6f4.usrfiles.com/ugd/e87dab_1676da131ec64bd08c34f9fbe7fb6845.pdf
https://e87dab74-be98-4bb1-83c5-05251d2bc6f4.usrfiles.com/ugd/e87dab_1676da131ec64bd08c34f9fbe7fb6845.pdf
https://www.bbc.co.uk/news/uk-68673390
https://parlinfo.aph.gov.au/parlInfo/download/legislation/ems/r7205_ems_b5e481ee-ca9d-4e18-ba89-e42385d5e912/upload_pdf/JC013141.pdf;fileType=application%2Fpdf#search=%22legislation/ems/r7205_ems_b5e481ee-ca9d-4e18-ba89-e42385d5e912%22
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o Legislation could have defences such as where creation was in the ‘public interest’ or the person

has a ‘reasonable excuse’ (as used in some common law offences).

o An alternative is where an offence may only be committed where ‘contrary to community

standards of acceptable conduct’. Community standards of acceptable conduct include

consideration of matters such as: The nature and content of the image; The circumstances in

which the image was created; The age, intellectual capacity, vulnerability or other relevant

circumstances of a person depicted in the image.

o Clare McGlynn, ‘Deepfake porn: why we need to make it an offence to create it, not just share it’

The Conversation, 9 April 2024: https://theconversation.com/deepfake-porn-why-we-need-to-

make-it-a-crime- to-create-it-not-just-share-it-227177
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